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Introduction & Motivation Experimental Results Method

o Interpretability of deep-learning models is highly
demanded in high-stakes applications, e.g., disease
diagnosis and autonomous driving.

o ProtoPNet achieves similarity-based interpretable
classification by measuring how strongly parts of a test
image look like the training prototypes.

o ProtoPNet tends to learn trivial prototypes, due to the
co-effects of clustering and separation training losses.

o A support ProtoPNet branch to utilize support prototypes,
capturing hard-to-learn visual patterns. (closeness)

o A trivial ProtoPNet branch to employ trivial prototypes,
capturing easy-to-learn visual features. (discrimination)

o ST-ProtoPNet: ensemble classification interpretation by
the two complementary sets of prototypes.

Classification Accuracy

Prototype Visualization and Analysis

Dataset
o Fine-grained image recognition tasks on CUB-200-2011,

Stanford Cars, and Stanford Dogs.

o Evaluation metrics:

Classification: top-1 accuracy

Interpretability: CH, OIRR, IoU, and DAUC

Interpretable Reasoning of ST-ProtoPNet

o We make an analogy between the prototype learning
from ProtoPNet and support vector learning from SVM,
and propose to learn support prototypes that benefit
classification accuracy and interpretability.

Measuring Interpretability based on Localisation
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Findings
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o Support prototypes tend
to only focus on relevant
bird parts and share
visually similar features
among classes.

o Trivial porotypes focus
not only on the relevant
bird parts but also the
background regions.
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